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VIKIRAVANDI,VILLUPURAMAbstract—Polarity classification of words is important for applications such as Opinion Mining 
and Sentiment Analysis. A number of sentiment word/sense dictionaries have been manually or automatically constructed. 
These sentiment dictionaries have numerous inaccuracies. Besides obvious instances, where the same word appears with 

different polarities in different dictionaries, the dictionaries exhibit complex cases of polarity inconsistency, which cannot be 
detected by mere manual inspection. We introduce the concept of polarity consistency of words/senses in sentiment dictionaries 

in this paper. Sentiment based analysis is the major key in categorizing the user‘s Feedback. We are using FSM & EEM 
Algorithm for the Word processing process.The feedback analysis using SVM to improve customer ‗s experience and brand 
loyalty by gathering and analyzing customer‘s feedback. In this not getting feedback using graphical mode,introduce a SVM 
method so it will give feedback in text and then machine will understand the text and rate for the feedback and bring forum to 

first rank. 
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1. INTRODUCTION 

 The opinions expressed in various web and media out-lets 
(e.g., blogs, newspapers) are an important yard-stick for the 
success of a product or a government policy. For instance, a 
product with consistently good reviews is likely to sell well. 
The general approach of determining the overall orientation 
(i.e., positive or negative) of a sen-tence/document is by 
analysis of the orientations of the individual words. Sentiment 
dictionaries are utilized to facilitate the summarization. 
Thereare numerous works that, given a sentiment lexicon, 
analyze the structure of a sentence/document to infer its 
orienta-tion, the holder of an opinion, the sentiment of the 
opin-ion, etc.Several domain independent sentiment 
dictionaries have been manually or (semi)-auto-matically 
created, We concentrate on the concept of (in)consistency in 
this paper. We define consistency among the polarities of 
words/synsets within and across sentiment dictionaries and 
give methods to check them. sense conveys a positive 
polarity. Hence, tantalize con-veys a positive sentiment when 
used with this sense.This solution has an important 
shortcoming: it generates boolean formulas that have 
exponential lengths when converting PCC into SAT. We 
experimentally show that this solution cannot handle words 
such as give and make which have large numbers of synsets—
we left the implementation of this solution running on a quad-
core com-puter with 12 GB of memory for a week without 
ever termi-nating. In this paper, we present a new solution that 
is proven to generate boolean formulas of polynomial lengths. 
The new solution can handle all the words in WordNet and it 
takes only 24 minutes to complete its computations. 

2. PROBLEM DEFINITIAs argued above, the 

polarities of the words in a sentiment dictionary may not 

necessarily be consistent (or correct). In this paper, we focus 

on the detection of polarity assignment inconsistency for the 

words and synsets within and across the  
 

 

 

 

sentiment dictionaries (e.g., OF versus. GI). We attempt to 

pinpoint the words with polarity inconsistencies. We contend 

that our approach is applicable to domain dependent sentiment 

dictionaries, too. We can employ WordNet Domains. 

WordNet Domains augments WordNet with domain labels 

such as art, sport, reli-gion and history. Hence, we can project 

the words and synsets in WordNet according to a domain 

label and then apply our methodology to the projection. 
 

3. INCONSISTENCY CLASSIFICATION 
 

In this section, we attempt to give a thorough 

classification with examples of the possible types of polarity 

inconsisten-cies occurring within and across sentiment 

dictionaries. Polarity inconsistencies are of two types: input 

and com-plex. We present them in turn. 

 

3.1  Input Dictionaries Polarity Inconsistency  
Input polarity inconsistencies are of two types: intra-

dictio-nary and inter-dictionary inconsistencies. The latter are 

obtained by comparing (1) two SWDs, (2) an SWD with an 

SSD and (3) two SSDs. 

  
3.1.1 Intra-Dictionary Inconsistency  
 
An SWD to determine the polarity of word  
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3.1.2 Intra-Dictionary Inconsistency  
 

An SWD to determine the polarity of word w with 

part of speech pos. The verb brag has negative polarity 

according to Definition 2. Such cases simply say that the team 

who constructs the dictionary believes brag has multiple. 

polarities as they do not adopt our dominant sense principle. 

There are 58 such inconsistencies in GI, OF and AL. QW, a 

sentiment sense dictionary, does not have intra-inconsistencies 

as it does not have a synset with multiple polarities. 
 

  
 
3.2 Complex Polarity Inconsistency  
 
This kind of inconsistency is more subtle and cannot be 

detected by direct comparison of words/synsets. It consists of 

a set of words and/or synsets whose polarities cannot 

concomitantly be satisfied. Recall the example of confute and 

disprove in OF given. Recall our argu-ment that by assuming 

that WordNet is correct, it is not pos-sible for the two words 

to have different polarities: the sole synset, which they share, 

would have two different polari-ties, which is a contradiction. 

 

3.2.1 WordNet versus Sentiment Dictionaries  
 

The adjective bully is an example of a discrepancy 

between WordNet and a sentiment dictionary. The word has 

negative polarity in OF and has a single sense in Word-Net. 

The sense is shared with the word nifty, which has positive 

polarity in OF and has a unique sense. By applying Definition 

2 to nifty we obtain that the sense is positive, which in turn, 

by Definition, implies that bully is positive. This contradicts 

the polarity of bully in OF. According to the Webster 

dictionary, the word has a sense (i.e., resembling or 

characteristic of a bully) which has a negative 

 

3.2.2 Across Sentiment Dictionaries  
 

We provide examples of inconsistencies across 

sentiment dictionaries here. Our first example is from SWDs. 

The adjective comic has negative polarity in AL and the adjec-

tive laughable has positive polarity in OF.  

 

4. POLARITY CONSISTENCY CHECKING 
 

To ―exhaustively‖ solve the problem of finding all 

polarity inconsistencies in a sentiment word dictionary, we 

propose a solution that reduces an instance of the problem to 

an instance of CNF-SAT. We can then apply one of the fast 

SAT solvers to solve our problem. CNF-SAT is a decision 

problem of determining if there is an assign-ment of True and 

False to the variables of a Boolean formula F in conjunctive 

normal form (CNF) such that F evaluates to True. A formula 

is in CNF if it is a conjunction of one or more clauses, each of 

which is a disjunction. CNF-SAT is a classic NP-complete 

problem, but modern SAT solvers are capable of solving many 

practical instances of the problem.`

 

5. SYSTEM ARCHITECTURE DIAGRAM
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6. COMPLEXITY ANALYSIS OF THE 

METHODS 
 

In this section, we analyze the complexity of the 
Boolean formulas generated with the two methods. We start 
with the analysis of EEM. 
 

6.1 Complexity Analysis of EEM   
This method generates a formula, which has double 

exponential number of clauses in the worst case for a word. 
The reason is that we first generate a SAT formula that has 

exponential length in the number of clauses. This formula 
however is not in CNF and it needs to be converted to CNF. 
This in general can cause another exponential blow up. Thus, 
the overall blow up can be dou-ble exponential in the worst 

case. Because of this, we cannot handle the entire WordNet 
with it. 

6.2  Complexity Analysis of FSM  
We now show that the formula generated by FSM is 

of poly-nomial length in the number of clauses. Suppose that 

we have a word with m synsets. Corresponding to each 

internal node in the binary tree, we have k ¼ 

dlog2ðfreqðwÞÞdþ1 variables representing the binary 

representation of the number associated with the node. For 

each such node we have a set of clauses that defines the 

values of these variables in terms of the values of the variables 

corresponding to its two children; we also use k additional 

auxiliary variables that denote the carry bits when the 

numbers of the children are added. The value of each bit in the 

sum is defined as a Bool-ean formula of the values of the 

corresponding bits of the two summands and the carry bit 

corresponding to the pre-vious bit. Thus, this formula for each 

bit is a formula over four variables and is obtained directly in 

CNF. Similarly, we obtain formulas for each carry bit also. 

The conjunction of all these 2k formulas specifies the values 

of the bits in the sum in terms of values of bits in its 

arguments. 
6.3  A Hybrid Approach  

One drawback of FSM is that it may generate Boolean 

for-mulas with a large number of variables (thousands). This 

is particularly the case for words with large number of synsets 

finish. It required about 7 GB of memory. The hybrid 

approach has even more efficient, terminating in about 10 

minutes. The execution performances of FSM and HYBRID 

are in steep contrast with that of EEM and we rec-ommend 

them for use in practice. PicoSAT required the least amount of 

memory: around 2 GB for both FSM and HYBRID. Its 

computation time was comparable with that of SAT4j in our 

experiments. 

sentiments of adjectives in WordNet by measur-ing the relative 

distance of a term from exemplars, such as ―good or―bad‖. The 

work reports results for adjectives alone. Other approaches 

use synonyms and antonyms to expand the sets of seeds. Yet 

another technique is to add all synonyms of a polar word with 

the same polarity and its antonyms with reverse polarity and, 

middle, has neutral polarity). QW aims to automatically 

annotate the synsets (senses) in WordNet. It starts from six 

synsets with known polarities: ―positive‖, ―negative‖, ―good‖, 

―bad‖, ―inferior‖ and ―superior‖. These are precisely the 

synsets that are related to the noun ―quality‖ through the 

attribute relation in WordNet. It navigates WordNet along the 

semantic relations defined in WordNet (e.g., hypernym, 

antonym) and assigns polarities to synsets. If two synsets are 

assigned conflicting polarities they are discarded. QW does 

not trace down inconsistencies as we do. Also, they do not 

assign polarities to words. Finally, the relations in Word-Net 

do not have well-defined behavior with respect to pre-

serving/reversing polarity. Recall the above example of the 

adjectives advance and middle, which are antonyms, but 

whose polarities are not reversed. 

Unlike SWN, our view is that each synset does not have a 

degree associated with each polarity. Instead, each synset is 

100 percent positive, 100 percent negative or 100 percent 

neutral. 

Machine learning algorithm as well as stochastic 

algorithms can be employed to classify words into dif-ferent 

polarities.The differences between our approach and earlier 

ones, including those that are not WordNet-based to our 

knowledge, none of the earlier works studied the problem of 

polarity consistency checking for sentiment dictionaries and 

inconsistencies within individual dictionaries and across 

dictionaries can be pinpointed by our techniques. 

 

8.CONCLUSION 
We study the problem of checking polarity consistency for 

sentiment word dictionaries. We prove that this problem is 

NP-complete. In practice polarity inconsistencies of words both 

within a dictionary and across dictionaries can be obtained using 

SAT solvers. We study the problem of checking polarity 

consistency for sentiment word dictionaries. We prove that this 

problem is NP-complete. We show that in practice polarity 

inconsistencies of words both within a dictionary and across 

dictionaries can be obtained using SAT solvers. Sets of 

inconsistent words are pinpointed and this allows the dictionaries 

to be improved. Experiments with five sentiment dictionaries, 

including the union dictionary, are reported. There are several 

directions we plan to pursues in the future. First, we plan to 

categorize the polarity inconsistencies according to our 

classification (Section 3) and identify the reason behind each 

inconsistency. Second, as more and more polarity inconsistencies 

will be ―repaired‖ we will analyze the correlation rate between 

polarity inconsistency in a dictionary and its effect on the results 

in sentiment analysis tasks.

7. RELATED WORK 
 

There are two lines of work on sentiment polarity lexicon 

induction: corpora- and WordNet-based. Our approach falls into 
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